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Abstract

An experimental apparatus and a numerical method are presented to study the determination of both the location

and the time-varying strength of point heat sources within a body from temperature boundary measurements. It is

shown that the computed solutions of the inverse heat source problems (IHSPs) are correlated to the heat transfer

coe�cient on the boundary where the temperature sensors are located. The same algorithm is used to determine this

coe�cient as a function of temperature. It consists in solving a non-linear inverse heat conduction problem for two-

dimensional heat ¯ow. The computed solutions of the inverse problems obtained from the temperature histories

measured by four thermocouples are compared to the experimental data. The case of two-point sources is also con-

sidered. Ó 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Numerical methods and computational algorithms

for solving two-dimensional inverse heat conduction

problems (IHCP) have been extensively developed over

the last decade. Based on ®nite or boundary elements'

techniques, they provide an e�cient way to analyze

transient heat ¯ow within arbitrarily shaped domains.

Most of them are devoted to the determination of

transient and/or spatially distributed heat ¯ux on the

boundary of the body [1±3]. Important applications of

these methods have been studied in various branches of

thermal engineering area: quenching [4], casting and

phase-change process [5±7], hot rolling and welding

[8,9]. Few of these works consider experimental situa-

tions involving unknown heat sources. Silva Neto and

Ozisik [10] used the conjugate gradient algorithm (CGA)

to estimate the time-varying strength of a line source

placed in a rectangular region with insulated boundaries,

but the location of the source was speci®ed. Le Niliot

[11] studied linear inverse problems with two-point heat

sources, and experimental results were presented in [12].

Yang [13] solved the linear bi-source problem but 1-D

heat ¯ow and all these works considered the source

locations to be known. Ohmichi and Noda [14] devel-

oped a method for the determination of rectangular heat

sources for two-dimensional steady state problems.

More recently, by using ®nite elements and the well-

known conjugate gradient method, the authors solved

two kinds of inverse heat source problems (IHSPs): one

deals with the distributed heat source coupled to a

chemical reaction which occurs during the cure of thick

piece of thermoset polymer [15], and the other is related

to point sources and the simultaneous determination of

the location and the time-varying strength [16].

In this paper, this method is applied to the inverse

analysis of temperature histories measured by thermo-

couples at the boundary of a slab heated by internal line

sources. An experimental set-up has been carefully de-

signed for the study, in order to demonstrate both the

e�ciency and the limits of the method. It is shown how

the heat transfer coe�cient at the boundary of the body
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must be accurately determined as a function of tem-

perature, before solving the IHSP when experimental

data are used as additional information.

The paper includes six sections. In Section 2, the

experimental apparatus is presented together with the

modeling equations of the direct heat conduction

problem. In Section 3, the main features of the numer-

ical algorithm used for solving both the inverse bound-

ary coe�cient problem (IBCP) and the IHSP are

recalled. Results of numerical experiments are pre-

sented in Section 4. Experimental results concerning the

simultaneous determination of the location and the

strength of the heat sources are analyzed in Section 5.

Finally, the overall contribution and possible applica-

tions of this work to the ®eld of inverse heat conduction

problems are concluded in the last section.

2. Experimental apparatus ± modeling equations

The apparatus in Fig. 1 consists of a plexiglas slab

with a rectangular cross-section L � 50:32 mm,

` � 24:80 mm; the height of the parallelepiped is

H � 150 mm. Transient heat transfers are considered

within the rectangular domain: j x j< L=2; 0 < y < `,
located in the Oxy plane, at the middle of the slab

(z � H=2). The z-direction is vertical and the slab is put

inside a box, the wall of which is black painted and its

temperature is controlled to be a constant equal to Te.

Heat ¯ow at the boundary of the slab results of con-

vective and radiative heat transfers. Four electrical wire

heaters (diameter / � 0:5 mm) are installed within the

slab, parallel to the z-axis. In the Oxy plane, the heat

sources Si; i � 1; . . . ; 4 are circular, they are assumed to

be point sources, their locations �xi; yj� are shown in

Fig. 1(b). The location errors of the point sources are

less than 25� 10ÿ5 m, that is the value of the wire ra-

dius. Temperature is measured at six points with chro-

mel±alumel thermocouples (diameter / � 0:080 mm).

They are installed parallel to the z-direction, four of

them on the boundary, and the two others in the middle

of the slab. The six welding points are located in the

same Oxy plane as shown in Fig. 1(a). Installation of the

heaters and thermocouples inside the body was achieved

by cutting the slab into six parts, the cutting planes

(parallel to Oyz) being located at the same abscissa with

the heaters and the internal thermocouples: x � �18:86,

�5:32 mm and x � 0. Then, the six parts are stuck to-

gether including the wires, each wire has been carefully

put in a good-sized groove. The electrical resistance of

the heating wires is R � 50 X=m. Two distinct electrical

circuits as shown in Fig. 1(c) are used to supply the line

sources. Each of them includes two identical line sources

�I1�, �I2� in order to have a symmetrical con®guration

with respect to the Oyz plane during heating. The

strength of the line sources �Ii� (per unit of length) is

Pi � UiVi

2Hr
�W=m�; i � 1; 2: �1�

The voltage histories Ui�t� and the resulting currents

Vi�t�=r in the line source �Ii� are recorded during the

experiment to determine the strength Pi�t� according to

Eq. (1). These experimental values are compared in

Section 5 to the computed solutions of the IHSPs. The

thermal properties of plexiglas have been carefully de-

termined [17] in the temperature range �20°C; 120°C�,
the thermal conductivity is constant k � 0:19� 0:01 W/

m K, the density is q � 1182 kg=m3, and the heat ca-

pacity is slowly varying with temperature

20 < T 6 100°C; Cp�T � � 6:77125T � 1160:44;

1006 T 6 120°C; Cp�T � � 18:31T ÿ 1:98:

Due to the symmetrical con®guration, heat transfers are

studied in the rectangular domain X � �x; y�; 0 < x <f
L=2; 0 < y < `g. The boundary C � C1 [ C2 of the do-

main is de®ned as in Fig. 2.

The boundary C2 is adiabatic. Heat ¯ux on the

boundary C1 is modeled by a Fourier condition with a

Nomenclature

C�T � heat capacity

Fi spatial distribution of the heat source Si

h�T � heat transfer coe�cient

J temperature residual criterion

J 0 gradient of the functional J

L Lagrangian

nopt regularization parameter

P strength of the line source

Ns number of thermocouples

Nt number of time step

Si heat source

T temperature

U unkown vector

xi; yi location of the heating wire

Greek symbols

Ci boundary surface

k thermal conductivity

q density

r standard deviation of temperature

residuals

w adjoint function

dT sensitivity function

X spatial domain
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global temperature-varying heat transfer coe�cient h�T �
which is the sum of a convective coe�cient hC�T � and a

radiative coe�cient hr�T �. The radiative part of the

boundary heat ¯ux is linearized in the temperature range

of the experiment.

The transient temperature T �x; y; t� in the rectangular

domain X is the solution of the following heat conduc-

tion equations:

qCp�T � oT
ot
ÿ kDT � S; t > 0 in X; �2a�

k
oT
on1

� h�T �T � h�T �Te; t > 0 on C1; �2b�

k
oT
on2

� 0; t > 0 on C2; �2c�

T � T0 t � 0 in X; �2d�

where the initial condition T0 is supposed to be uniform

in X. The heat source S�x; y; t� is time-varying, spatially

distributed and modeled by the equations

S�x; y; t� �
X2

i�1

Pi�t�Fi�x; y�; �3�

Fig. 1. Experimental apparatus: (a) plexiglas slab; (b) location of the thermocouples and heating wires in the Oxy plane; (c) electrical

circuits of heating wires.

Fig. 2. Spatial domain X.
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Fi�x; y� � 1

px2
exp

 
ÿ �xÿ xi�2 � �y ÿ yi�2

x2

!
; i � 1; 2:

�4�
It is assumed that the location �xi; yi� is far enough from

the boundary C to haveZ
X

Fi dX � 1; i � 1; 2 then

Z
X

S�x; y; t� dX

� P1�t� � P2�t�: �5�
Modeling the point source by Eqs. (3) and (4) is correct

if the value of the scalar x is taken as less than or equal

to the radius of the heating wires (/ � 0:5 mm). In

practice, it is su�cient to take x equal to the mesh size

of the ®nite element grid. The numerical solution of Eqs.

(2a)±(2d) is computed by using a standard ®nite element

technique which is well adapted to solve this transient

two-dimensional non-linear heat conduction problem.

For computational convenience, the parameter func-

tions qCp�T �, h�T � are approximated in the form

f �T � �
XNp

i�1

fiui�T � with fi � f �Ttab;i�;

where ui� �Np
i�1 is a given set of Np basis functions over the

temperature interval under study. This interval is di-

vided into Np ÿ 1 subintervals Ttab;iÿ1; Ttab;i� � and Ttab;i� �Np
i�1

is a priori given. Piecewise linear functions or natural

spline functions are usually used in practice. Numerical

simulations of the heating experiments are presented in

Section 4. The computed temperatures T �xm; ym; t� at the

sensor locations are compared to the measurements'

histories Ym�t�. Accurate results are obtained, providing

that the experimental data are carefully determined. In

practice, all these data are available for the experimental

conditions described above, except the values of the heat

transfer coe�cient h�T � which are roughly approxi-

mated from empirical laws [18,19].

As it will be illustrated in the following sections, the

solutions of the IHSP computed with the additional data

Ym�t� are very sensitive to errors in the coe�cient h�T �.
That is why an inverse boundary coe�cient problem

(IBCP) is analyzed ®rst. It consists in estimating the

function h�T � on C1 from the same additional data Ym�t�.
Moreover, by using the same method to solve both the

problems IHSP and IBCP, we illustrate how the CGA

combined to ®nite element technique is a very powerful

and general approach to estimate unknown functions

for solving two-dimensional IHCPs.

3. Inverse problems

3.1. The conjugate gradient algorithm

Let h � hi� �Np
i�1; F � x1; y1; x2; y2� � and P � P 1

1 ; P
2
1 ; . . . ;

�
P Nt

1 ; P
1
2 ; P

2
2 ; . . . ; P Nt

2 � be, respectively, the vectors of

parameters introduced in the notation of the following

functions:

· h�T � �PNp
i�1 hiui�T �,

· Fi�x; y� � 1=px2 exp ÿ �xÿxi�2��yÿyi�2
x2

h i
; i � 1; 2,

· Pi�tk� � P k
i ; k � 1; . . . ;Nt; i � 1; 2.

The inverse analysis of the heat conduction problem

aims to determine the unknown part denoted by U of

the vectors h; F ; P� � from the additional data

Ym�tk�; k � 1; . . . ;Nt; m � 1; . . . ;Ns, given by the tem-

perature sensors during the experiments. The inverse

problems are formulated in the least-square sense and

consists in ®nding the optimal solution which minimizes

the functional

J�U� � 1

2

Z tf

0

XNs

m�1

T �xm; ym; t; U�� ÿ Ym�t��2 dt; �6�

where T �xm; ym; t; U� is the solution of Eqs. (2a)±(2d).

The solutions of two separated inverse problems have

been searched for

· the IBCP: U � �h�, F and P are ®xed to its exper-

imental values,

· the IHSP: U � �F ; P �, h is ®xed to the estimated val-

ues, solution of the above IBCP.

Other combinations could be investigated, for ex-

ample U � �h; P � and F are ®xed to their experimental

values, etc. However, the CGA is described for the

general case, then applications to particular cases are

deduced.

The CGA is iterative. At each iteration n, the pre-

vious estimate U n is corrected according to

U n�1 � Un ÿ cndn in order to have J U n�1
ÿ �

< J U n� �; �7�
where dn is the search direction, and cn is a positive

scalar. Let J 0 be the vector gradient of the functional

J�U�. Depending on the de®nition of U , the components

of J 0 are taken from the following set:

J 0hj �
oJ
ohj

; j � 1; 2; . . . ;Np; �8a�

J 0xi
� oJ

oxi
; i � 1; 2; �8b�

J 0yi
� oJ

oyi
; i � 1; 2; �8c�

J 0P k
i
� oJ

oP k
i
; i � 1; 2; k � 1; . . . ;Nt: �8d�

The vector dn and the scalar cn are determined according

to the conjugate gradient equations

dn � J 0
n � bnJ 0

nÿ1

; �9a�
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b0 � 0; �9b�

bn � hJ
0n ; J 0

n ÿ J 0
nÿ1i

J 0
n

 

 ; �9c�

where �k k is the norm associated to the scalar product

h:; :i

cn �
PNs

m�1

R tf
0

dT n�xm;ym; t;U� T n�xm;ym; t;U�ÿ Ym�t�� � dtPNs
m�1 dT n�xm;ym; t;U�� �2 ;

�10�

where dT n is the sensitivity function at the iteration n,

resulting from the variations dU . The sensitivity func-

tion dT n�xm; ym; t; U� evaluated at the sensor locations,

and the gradient vector J 0 are determined by solving,

respectively, the sensitivity equations and the adjoint

equations.

3.2. Sensitivity equations

Let edU be a variation of U , the resulting varied

temperature is denoted by T�e � T �U � edU�. The sen-

sitivity function is de®ned by

dT � lim
e!0

T�e ÿ T
e

: �11�

Writing Eqs. (2a)±(2d) for the solution T�e , subtracting

these same equations for the solution T, the limiting

process �e! 0� leads to the following sensitivity equa-

tions:

o�qCpdT �
ot

ÿ kDdT � dS; t > 0 in X; �12a�

k
odT
on1

� h�T �
�

� oh
oT
�T ÿ Te�

�
dT

�
XNp

i�1

dhiui�T �
 !

Te� ÿ T �; t > 0 in C1; �12b�

k
odT
on2

� 0; t > 0 in C2; �12c�

dT � 0; t � 0 in X; �12d�
where

dS �
X2

i�1

FidPi

�
� Pi

oFi

oxi
dxi

�
� oFi

oyi
dyi

��
: �13�

In Eqs. (12a)±(12d) and (13), the general case has been

considered, all the components of h, F and P are varying

simultaneously. In practice, only the components of the

unknown vector U are varied. For example, if U � h,

(IBCP), then dF and dP are taken equal to zero.

The resulting variation dJ of the functional J is

dJ�U� �
XNs

m�1

Z tf

0

Z
X

T �xm; ym; t; U��

ÿ Ym�t��d�xÿ xm�d�y ÿ ym�dT dt dX: �14�
Furthermore, by de®nition, the components of the

gradient vector are satis®ed by

dJ�U��
XNp

j�1

J 0hj
dhj�

X2

i�1

J 0xi
dxi

�
�J 0yi

dyi�
Z tf

t�0

J 0Pi
�t�dPi dt

�
;

�15�
then, in order to compute the components J 0hj

; J 0xi
; J 0yi

; J 0Pi
,

Eq. (14) has to be put in the form of Eq. (15). This is

usually done by introducing a Lagrangian.

3.3. Lagrangian and adjoint equations

Let L�T ; h; F ; P � be the Lagrangian associated to the

optimization problem de®ned by Eq. (6) and the con-

straint (2a)

L�T ;h;F ;P ;w��J�T ��
Z tf

0

Z
X
w qCp

oT
ot

�
ÿkDTÿS

�
dtdX;

�16�
where w�x; y; t� is a Lagrange multiplier. More general

de®nition of L may be introduced to take into account

the other constraints (2b)±(2d), but for simplicity of

presentation, the function T is supposed to satisfy these

constraints.

When w is ®xed, the di�erential of L is

dL�
Z tf

0

Z
X

EdT dtdX

�
Z tf

0

Z
X

o�qCdT �
ot

�
ÿkDdTÿdS

�
w dt dX; �17�

where

E�x;y;t;U��
XNs

m�1

T �x;y;t;h;F ;P�� ÿYm�t��d�xÿxm�d�yÿym�:

�18�
Integration by parts givesZ tf

0

Z
X

o�qCdT �
ot

w dt dX

�
Z

X
qCwdT� �t�tf

t�0 dXÿ
Z tf

0

Z
X

qC
ow
ot

dt dX �19�

andZ tf

0

Z
X

kwDdT dt dX

�
Z tf

0

Z
C

k
odT
on

w dCÿ
Z tf

0

Z
C

k
ow
on

dT dC

�
Z tf

0

Z
X

kdT Dw dt dX: �20�
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If T satis®es the constraints' equations (2b)±(2d), then

dT satis®es the Eqs. (12b)±(12d) and by using the Eqs.

(19) and (20), the di�erential dL, Eq. (17), takes the new

form

dL �
Z tf

0

Z
X

�
ÿ qC

ow
ot
ÿ kDw� E

�
dT dt dX

�
Z

X
�qCwdT �tf dX

�
Z tf

0

Z
C1

k
ow
on1

�
� h
�
� dh

dT
�T ÿ Te�

�
w

�
dT dt dC1

�
Z tf

0

Z
C2

k
ow
on2

dT dt dC2 ÿ
Z tf

0

Z
X

dSw dt dX

ÿ
Z tf

0

Z
C1

�T ÿ Te�w
XNp

i�1

dhiui�T �
 !

dt dC1: �21�

The Lagrange multiplier w is ®xed in order to satisfy the

following equation (the so-called adjoint equation):

oL
oT

dT � 0 8dT ; �22�

where this condition consists in ®xing to zero the ®rst

four terms of Eq. (21) and leads to take w solution of the

following equations:

ÿqCp
ow
ot
ÿ kDw � E; t > 0; �x; y� 2 X; �23a�

k
ow
on1

� h�T �
�

� oh
oT
�T ÿ Te�

�
w� 0;

t > 0; �x; y� 2 C1; �23b�

ow
on2

� 0; t > 0; �x; y� 2 C2; �23c�

w � 0; t � tf ; �x; y� 2 X: �23d�
The ``source'' function E in Eq. (23a) is equal to zero

almost everywhere in X except at the sensor locations

�xm; ym�, where it is equal to the deviation between the

computed temperature and the measurements (Eq. (18)).

3.4. Components of the gradient

Taking T solution of Eqs. (2a)±(2d), and w solution

of Eqs. (23a)±(23d), it becomes

dJ � dL � ÿ
Z tf

0

Z
X

wdS dt dX

ÿ
Z tf

0

Z
C1

�T ÿ Te�w
XNp

i�1

dhiui�T �
 !

dt dC1;

�24�
then, dJ can be put in the desired form of Eq. (15)

dJ �
XNp

j�1

oL
ohj

dhj �
X2

i�1

oL
oxi

dxi

 
� oL

oyi
dyi �

XNt

k�0

oL
oP k

i
dP k

i

!
:

�25�
The computation of the terms oL=ohj; oL=oxi; oL=oyi;
oL=oP k

i are derived from Eqs. (24) and (13)

J 0hj
� ÿ

Z tf

0

Z
C1

w T� ÿ Te�uj�T � dt dC1;

j � 1; 2 . . . ;Np; �26a�

J 0xi
� ÿ

Z tf

0

Z
X

wPi
oFi

oxi
dt dX; i � 1; 2; �26b�

J 0yi
� ÿ

Z tf

0

Z
X

wPi
oFi

oyi
dt dX; i � 1; 2; �26c�

J 0P k
i
� ÿ

Z
X

wP k
i dX; i � 1; 2; �26d�

oFi

oxi
� ÿ 2�xÿ xi�

x2
Fi: �27�

More details can be found in [20], especially for the non-

linear cases including temperature-varying parameters

qCp�T � and k�T � in Eqs. (2a)±(2d).

3.5. Algorithm

It is available for solving both the IBCP and the

IHSP:

· For the IBCP, U � h� �, F and P are ®xed, then the

components of the gradient J 0xi
; J 0yi

and J 0Pi
, i � 1; 2

are taken as equal to zero, and only Eq. (26a) is com-

puted.

· For the IHSP, U � �F ; P� and h is ®xed, then the

components J 0hj
, j � 1; . . . ;Np are taken as equal to

zero, and only Eqs. (26b)±(26d) are computed.

The iterative structure of the algorithm is as follows:

(a) n 0; Choose an initial guess U 0.

(b) Repeat:

· solve the direct problem, Eqs. (2a)±(2d), to com-

pute T xm; ym; t;U� � and the functional J � J�U�,
Eq. (6),

· solve the adjoint Eqs. (23a)±(23d), to compute the

components of the gradient, Eqs. (26a)±(26d),

· solve the sensitivity Eqs. (12a)±(12d), to compute

the new iterate, Eqs. (7) and (10),

· n n� 1; until J n6 e
(c) end

e is a positive scalar which is chosen depending on the

variance of the temperature measurement errors to

avoid unstable solutions, according to the iterative reg-

ularizing principle [2].
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4. Solution of the IHSP ± numerical experiments

In this section, the in¯uence of the heat transfer co-

e�cient on the solution of the IHSP is shown. Only the

heat source S1 is supposed to be unknown. A ®nite

element solver is used to compute the solutions of

the direct, the adjoint and the sensitivity equations. A

regular grid of the domain X is considered from

21� 21 � 441 nodes. The time interval is �0; 2000 s�, the

time step is Dt � 25 s The heat transfer coe�cient

depends on the temperature, h is ®xed to the values of

the piecewise linear function shown in Fig. 3 (case #1).

The temperature values T0 and Te are taken as equal

to 20°C. The strength P2�t� is held at zero, the strength

P1�t� and the resulting temperature histories

Ym�t�; m � 1; . . . ; 4 used to solve the IHSP are shown in

Fig. 4(a). In Fig. 4(b), it is shown how the temperature

T �x; y; t� at tk � 1500 s is spatially varying. It must be

observed that on the boundary C1, close to the point

heat source S1, variations of temperature are important

and lead to signi®cant variations of the heat transfer

coe�cient. The maximum temperature rise is

Tmax � 80°C, therefore, h�T � must be known from the

temperature range �T0; Tmax�, which is greater than the

temperature interval scanned by the thermocouples.

The point source S2 is assumed to be known. To

examine the in¯uence of systematic errors, four solu-

tions of the IHSP are computed and compared:

· case #1: the solution is computed with the exact val-

ues of h;

· cases #2 and #3: the solution is computed with the

biased values of h;

· case #4: the solution is computed with the average of

the exact values of h.

For each case studied, Figs. 5 and 6 show, re-

spectively, the location �xn
1; y

n
1� computed at each

iteration n of the minimization process, and the ®nal

estimated strength P1�t�.
The initial guess is x0

1 � 12 mm, y0
1 � 11 mm,

P 0
1 �tk� � 0 8k.

The main results of these numerical experiments are:

· without systematic errors on h (case #1), it is possible

to estimate simultaneously the location and the

strength of the source, the estimated source location

is equal to the exact location (xexact
1 � 18:86 mm,

yexact
1 � 19:84 mm), see Fig. 5(a); and the estimated

strength is very close to the exact values (Fig. 6),

· with biased values of h, cases #2 and #3, the esti-

mated location is also equal to the exact location,

Figs. 5(b) and (c), but the estimated strength is biased

(Fig. 6),

· with a constant heat transfer coe�cient equal to the

exact average value of h, case #4, both the estimated

location and strength are biased, the computed solu-

tion is (x1 � 18:39 mm, y1 � 19:21 mm) (Fig. 5(d)).

It is observed that bias on the heat transfer coe�cient

h�T � and on the estimated strength P1�t� are highly

correlated. During heating, by taking h�T � as greaterFig. 3. Numerical experiment ± heat transfer coe�cient.

Fig. 4. Numerical experiment: (a) time-varying strength P1�t� of

the heat source S1 and temperature histories computed at the

locations of thermocouples Th1;Th3;Th4;Th6; (b) temperature

®eld T �xy; t� (in K) at t � 1500 s.
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than hexact�T � (case #2), the heat losses computed at

the boundary with the exact strength are greater than

the true losses, then the inverse algorithm compensates

the bias on h�T � by increasing the estimated strength in

order to balance the computed heat losses and to match

the temperatures at the sensor locations. The same

reasoning is valid for h�T � less than hexact�T �, in that

case, the inverse algorithm underestimates the strength

P1�t�. Moreover, when the variations of h with temper-

ature are neglected, then the estimated location of the

point source is biased and the strength is under-

estimated.

These results illustrate that for the experimental

conditions considered, the variation of the heat transfer

coe�cient with the temperature cannot be neglected and

it must be accurately known to estimate simultaneously

the location and the strength of the source. That is why

the experimental study begins with the resolution of the

IBCP, to estimate correct values of h.

5. Experimental results: solutions of the IBCP and the

IHSP

5.1. Solution of the IBCP

The determination of the temperature-varying heat

transfer coe�cient h from the measured temperature Ym�t�
was achieved under the conditions summarized in Fig. 7,

Fig. 5. Numerical experiment ± estimated location �x1; y1� at each iteration n: (a) case #1, exact value of h; (b) case #2, biased value of

h; (c) case #3, biased value of h; (d) case #4, average value of h.

Fig. 6. Numerical experiment ± estimated strength P1�t�.
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the duration of the experiment is tf � 3000 s, the time

steps isDt � 25 s and the number of time steps is Nt � 120,

the time-varying strengths P1�t� and P2�t� and the resulting

temperature evolutions of thermocouples Th1;Th2;Th3;
Th4;Th5;Th6 are shown in Figs. 7(a) and (b).

The maximum temperature rise is observed by the

sensor Th5, it is less than 60°C. A piecewise linear

function with Np � 6, is chosen to estimate h�T � the

temperature range of the experiment �25°C; 58°C�. The

initial guess is taken to the constant value

h�T � � 6 W=m2 K. Figs. 7(c) and (d) illustrate the iter-

ative resolution of the IBCP, the criterion J�hn� is de-

creasing and reaches a plateau. The application of the

iterative regularization principle consists in stopping it-

erations at the optimal number nopt which satis®es

Jopt � J�hn�n�nopt
� NtNsr2; �28�

where r is an estimation of the standard deviation of the

temperature residuals. For this experiment, the tem-

perature residuals, Fig. 7(c), have a zero mean value,

and r is estimated to 0:25°C

Jopt � 120� 6� �0:25�2 � 45:

From the curve shown in Fig. 7(d), this value of Jopt

corresponds to nopt � 17. The ®nal estimation of hn�T �
at n � nopt is an increasing function shown in Fig. 7(e).

Fig. 7. Experimental results ± solution of the IBCP: (a) strength P1�t� and P2�t� during heating; (b) measured and estimated tem-

peratures at n � 17; (c) temperature residuals vs time; (d) criterion J vs iteration number n; (e) estimated and predicted values of h�T �.
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This estimated function is compared to the predicted

values obtained by the following laws [18,19]:

h�T � � 1:42
T ÿ Te

H

� �0:25

� er5:67� 10ÿ8�T 2 � T 2
e ��T � Te�

� �er � 0:95; Te � 25°C�: �29�
In Fig. 7(e), the deviation between the estimated and the

predicted values of h�T � is lesser than 6%, except for

temperatures greater than 55°C. This experiment has

been repeated with di�erent time-varying strengths P1�t�

and the computed solutions of the IBCP take the same

form as in Fig. 7(e). These experimental results show

that heat ¯ux on the boundary C1 is accurately modeled

by a Fourier condition and that the correct estimate of

the function h�T � can be computed by solving the IBCP.

This estimated function will be used now to solve dif-

ferent cases of the inverse heat source problems.

5.2. Solutions of the IHSP

The results of three experiments are presented. The

simultaneous determination of the location and the

Fig. 8. Experimental results ± solution of the IHSP (experiment #1): (a) measured and estimated strength P1�t�; (b) measured and

calculated temperatures at n � 75; (c) estimated location of S1 at each iteration n; (d) temperature residuals vs time; (e) criterion J vs

iteration number n.
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strength of only one heat source is studied ®rst. Each

point source S1 or S2 is considered separately (exper-

iment #1 and #2). Then, the determination of the lo-

cation of the bi-source is investigated (experiment #3).

Experiment #1. The location �x1; y1� and the strength

P1�t�; 0 < t < tf are determined simultaneously. Results

are summarized in Fig. 8. The duration of the exper-

iment is tf � 1700 s, the number of time steps is Nt � 68.

The IHSP is solved by taking the measurements Ym�t�,
Fig. 8(b), from thermocouples Th1;Th3;Th4, and Th6.

In Fig. 8(d), we ®nd that standard deviation of the

temperature residuals is r � 0:1°C. According to the

above practical rule of the iterative regularization prin-

ciple, the optimal value of the criterion is

Jopt � 68� 4� �0:1�2 � 2:72;

then, from Fig. 8(e), the optimal number of iterations is

nopt � 75.

The solution of IHSP estimated location �x1; y1� and

estimated strength P1�t� at iteration nopt � 75 are shown

in Figs. 8(a) and (c). The deviations between the esti-

mated location and the experimental values are

Fig. 9. Experimental results ± solution of the IHSP (experiment #2): (a) measured and estimated P2�t�; (b) measured and calculated

temperatures at n � 75; (c) estimated location of S2 at each iteration n; (d) temperature residuals vs time; (e) criterion J vs iteration

number n.
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Dx1 �j xnopt

1 ÿ xexact
1 j� 10ÿ5 m;

Dy1 �j ynopt

1 ÿ yexact
1 j� 16� 10ÿ5 m:

Both the location and the strength estimations of the

source S1 are very correct, Dx1 and Dy1 are less than the

wire radius of the line source.

Experiment #2. The locations �x2; y2� and the

strength P2�t�; 0 < t < tf are determined simultaneously.

Results are summarized in Fig. 9. The duration of the

experiment is 3000 s, the number of time steps is

Nt � 120. The IHSP is solved by taking the measure-

ments Ym�t� (Fig. 9(b)), from thermocouples

Th1;Th3;Th4, and Th6. In Fig. 9(d), we ®nd that the

standard deviation of the temperature residuals is also

r � 0:1°C. In the same way as above, it is found that

Jopt � 4:8 and Fig. 9(e) leads to an optimal number of

iterations nopt � 75.

The solution of IHSP estimated location �x2; y2� and

estimated strength P2�t� at iteration nopt � 75, are shown

in Figs. 9(a) and (c). The deviations between the esti-

mated location and the experimental values are

Dx2 �j xnopt

2 ÿ xexact
2 j� 45� 10ÿ5 m;

Dy2 �j ynopt

2 ÿ yexact
2 j� 24� 10ÿ5 m:

Both the location and strength estimations of the source

S2 are correct. Dx2 is equal to the wire diameter, the

accuracy is worse than in experiment #1.

Fig. 10(a) shows the estimated temperature ®eld at

t � 1000 s for experiment #1 and Fig. 10(b) shows the

estimated temperature ®eld at t � 2500 s for experiment

#2, we can observe that the temperature T in the domain

X is less than Tmax � 120°C, so, the law used for CP �T � is

valid (Eq. (29)). We can also observe the strong varia-

tion of temperature on the boundary of the domain X
close to the point source S2.

Experiment #3. Both the locations �x1; y2� and �x2; y2�
are determined simultaneously. The measured strengths

P1�t� and P2�t� shown in Fig. 11(a) are considered to be

known. The duration of the experiment is 2500 s, the

number of time steps is Nt � 90. The temperature

measurements are shown in Fig. 11(b). We have carried

out two resolutions of this IHSP, ®rst by using the

temperature measurements of the six thermocouples,

and the second by using the temperature measurements

of four thermocouples Th1, Th3, Th4, Th6.

Fig. 11(c) shows the solution of IHCP obtained with

each iteration by using the temperature measurements of

six thermocouples. The deviations between the estimated

locations and the experimental values at n � 11 are

smaller than the radius of the wire

Dx1 � 16� 10ÿ5 m; Dy1 � 24� 10ÿ5 m;

Dx2 � 25� 10ÿ5 m; Dy2 � 19� 10ÿ5 m:

These experimental results are very correct. It is possible

to determine simultanously the locations of S1 and S2 by

using the six temperature measurements of the six

thermocouples.

Fig. 11(d) shows the solution of IHCP obtained with

each iteration by using the temperature measurements of

four thermocouples. The deviations between the esti-

mated locations and the experimental values at n � 23

are

Dx1 � 66� 10ÿ5 m; Dy1 � 80� 10ÿ5 m;

Dx2 � 8� 10ÿ5 m; Dy2 � 17� 10ÿ5 m:

The computed solution of IHSP by using four thermo-

couples is less precise than that obtained by using six

thermocouples. The inverse problem which consists in

determining simultaneously the location and the

strength of two-point sources is more di�cult. From a

computational point of view, no unique solution can be

determined for this experiment.

Fig. 10. Estimated temperature ®eld T �x; y; t� (in K): (a)

for experiment #1 at t � 1000 s; (b) for experiment #2 at

t � 2500 s.
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6. Conclusion

The well-known CGA has been used for solving two-

dimensional IHCPs. Combined with ®nite element

technique, the results show that this numerical method is

powerful, and well adapted to perform inverse heat ¯ow

analysis in various situations, especially for arbitrarily

shaped bodies and non-linear problems with tempera-

ture-varying properties. The method has been applied

for the determination of a heat transfer coe�cient de-

pending on temperature, as well as for the determination

of functions of the independent variables (space and

time) like the location and the strength of point heat

sources. In comparison of past research on IHSPs, the

presented results illustrate that the method is also valid

to estimate simultaneously the location and the strength

of the sources. An important question concerning the

uniqueness of the solution remains open. It was ob-

served for example that the estimation problem of the

location and the strength of a bi-source has no unique

solution under the considered experimental conditions.

Experimental results have shown that heat ¯ux on the

boundary is accurately modeled by a Fourier condition

and that a good estimation of the function h�T � is re-

quired to avoid biased solutions to the IHSP.
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